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PROBLEM SETTING ALGORITHM
 Experiment: Set of variables that are simultaneously intervened Require: Number of variables K
» Intervention Design for Causal Discovery: |log, K| + 1 experiments I: Create all possible binary codes of length L =
for K known variables identify th | h [logy(K)] + Lasset B = {0,1}7
y the causal graph (worst case) [1] - | | | |
. . . o , , 2: Remove the code of observing a variable passively in
« CITRIS [2]: Causal variables are identifiable from videos with all experiments, {0}, from BB
interventions if intervention targets are not deterministic 3: Extend all codes in B by appending {0}, i.e. an experi-
functions of each other = How many experiments are necessary? ment where all variables are passively observed
4: From the remaining codes in B, (arbitrarily) pick K
a N\ t unique codes b, ..., b, one for each causal variable C;
Ct . Ct. ¢ @ 5. Create experiments by using the coC_»es as binary inter-
L Y vention targets: F; = {C;|t € [1..K],b] =1}

Temporal causal @ Example
lati
FEAHOns Observations |log, 3] + 2 = 3 experiments needed

© ¥ )
- > @ @ @ Experiments

| NN / | \ // / |
| \ \\/ | \// / |
° | \ VRN | -\ / I { }
Interventions @ , NI ,
| N o1 N '
I / A\ // I \\ / A\ I
o o o | / \N | N 7/ \ |
1 2 | g | ) ' ) {Cll CZ}

v ,‘ \\\4 v ,/// R
VA s

Latent
confounding

METHOD
 Four conditions: Each variable must be observed (1) passively EXPERIMENTS
and (2) intervened at least once, and for each pair of variables,  Temporal Causal3DIldent with 6 variables
the targets cannot be (3) equal or (4) different at all time steps = |log, 6] + 2 = 4 experiments necessary
* Derivation by considering targets as binary codes, and results: « CITRIS with minimal experiments is close to full

set of experiments in disentanglement

|llog, K| + 2 experiments identify the minimal causal variables

Experimental setting Triplets | R? diag 1 R? sep |
1VAE - Full experiments 0.15 (+0.01) 0.78 (0.04) 0.21 (+0.10)
CITRIS - Full experiments 0.04 (+0.00) 0.98 (+0.00) 0.01 (+0.00)

CITRIS - Minimal experiments 0.12 (+0.02) 0.94 (+£0.05) 0.08 (+0.05)

References

[1] Hyttinen, Antti, Frederick Eberhardt, and Patrik O. Hoyer. "Experiment selection for causal discovery." Journal of
Machine Learning Research 14 (2013): 3041-3071.

[2] Lippe, Phillip, et al. "CITRIS: Causal Identifiability from Temporal Intervened Sequences." International Conference on
Machine Learning. PMLR, 2022.

Quicllcamm

. Check out the
Q Alressaren full paper!
R 1V (T 4&

H“ \Watsen
AL [L2(o SEET LAS




